**АТТЕСТАЦИЯ**

**ВАРИАНТ 1**

1. Полная колода карт (52 листа) делится наугад на 2 равные пачки по 26 листов. Найти вероятность, что в одной из пачек не будет ни одного туза, а в другой – все четыре.

A – вероятность события из условия.

**Общее** число случаев:

Число благоприятных:

P(A)= m/n = **0,1104.**

1. Из шести букв разрезной азбуки составлено слово «ананас». Ребенок, не умеющий читать, рассыпал эти буквы и затем собрал в произвольном порядке. Найти вероятность того, что у него получилось слово «ананас».

Р(А) = 3/6 \* 2/5 \* 2/4 \* 1/3 \* ½ \* 1 = **0,017**

1. Из полной колоды карт (52 листа) вынимаются сразу четыре карты. Найти вероятность того, что все четыре карты будут разных мастей.

1 масть – 13 карт.

1я карта – любая, вероятность: P(A) = 1

2я карта – 1 из оставшихся 3 мастей, вероятность: P(В) = 3\*13/(52-1) = 0,76

3я карта – 1 из оставшихся 2 мастей, вероятность: P(C) = 2\*13/(52-2) = 0,52

4я карта – 1 из оставшихся 1 мастей, вероятность: P(D) = 1\*13/(52-3) = 0,27

По теореме умножения вероятностей независимых событий:

P = P(A)\*P(B)\*P(C)\*P(D) = **0,11**

1. В группе студентов, пришедших на экзамен, 3 подготовлены отлично, 4 –хорошо, 2 – посредственно и 1 – плохо. В экзаменационных билетах имеется 20 вопросов. Отлично подготовленный студент может ответить на все 20 вопросов, хорошо подготовленный – на 16, посредственный – на 10, плохо – на 5. Вызванный наугад студент ответил на 3 произвольно заданных вопроса. Найти вероятность того, что студент подготовлен отлично.

событие А = {студент ответил на 3 вопроса}

Н1 = {студент подготовлен отлично}

Н2 = {хорошо}

Н3 = {посредственно}

Н4 = {плохо}

**Вероятности гипотез:**

P(H1) = 3/10

P(H2) = 4/10

P(H3) = 2/10

P(H4) = 1/10

**Условные вероятности события** А:

P(A/H1) = 1

P(A/H2) = 16/20 \* 15/19 \* 14/18 = 0,491

P(A/H3) = 10/20 \* 9/19 \* 8/18 = 0,105

P(A/H4) = 5/20 \* 4/19 \* 3/18 = 0,009

По формуле Байеса:

0,3 \* 1 / (0,3 \*1 + 0,4 \*

0,491 + 0,2 \* 0,105 + 0,1 \* 0,09) = **0,57**

1. Человек, принадлежащий к определенной группе населения с вероятностью 0,2 оказывается брюнетом, с вероятностью 0,3 – шатеном, с вероятность 0,4 – блондином и с вероятностью 0,1 – рыжим. Выбирается наугад группа из шести человек. Найти вероятность того, что в составе группы будет хотя бы 1 рыжий.

А = {в группе хотя бы 1 рыжий}

B = {в группе нет рыжих}

n = 6;

q = 0,9 – не рыжий; p = 0,1 - рыжий

По формуле Бернулли,

P6(0) = C06p0q6-0 = q6; - 0 рыжих из 6

Р(B) = 0,96 = 0,531

P(A) = 1 - Р(В) = **0,468**

1. Имеется четыре лампочки. Каждая из них с вероятностью 0,3 имеет дефект. Лампочка ввинчивается в патрон и включается ток. При включении тока дефектная лампочка сразу перегорает, после чего заменяется другой. СВ Х – число лампочек, которые будет испробовано. Построить ее ряд распределения.

p = 0,3 – деффект есть; q = 0,7 –нет дефф

Р(1) = q = 0,7 – без деффекта 1я лампочка

Р(2) = p\*q = 0,7\*0,3 = 0,21 – 1я с дефф и 2 без

Р(3) = p\*q2= 0,7\*0,32 = 0,063 – 1я,2я с дефф и 3 без

Р(4) = p3\*q + p4 = p3(q+p) =p3 = 0,027– или (3 с дефф и 1 без) или все 4 с дефф

**Закон распределения для данной СВ Х:**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| X | 1 | 2 | 3 | 4 |
| P | 0,7 | 0,21 | 0,063 | 0,027 |

1. Используя решение задачи №6 найти мат. ожидание и среднеквадратическое отклонение СВ Х.

**Мат ожид**: M = ∑xipi = 1\*0.7 + 2\*0.21 + 3\*0.063 + 4\*0.027 = **1.417**

**Ср. откл**.: σ(x) = D[x]^0,5

**Дисперсия**: D[x]=M[x2] – (M[x])2=  12\*0.7 + 22\*0.21 + 32\*0.063 + 42\*0.027 - 1.4172 = 0.531

σ(x) = 0,729

1. Задана интегральная функция распределения непрерывной СВ Х: ( Найти коэффициент а)

0, если x <= 1;

F(x)= а(х-1), если 1 < х <= 3;

1, если х > 3.

1. Используя решение задачи №8 найти P (0 <= x < 2) и плотность распределения вероятностей.

P (0 <= x < 2) = F(2) – F(0) = 0,5 – (0) = **0**

**Плотность**:

0; x<=1

p(x) = F ‘ (x) = 0,5; 1 < х <= 3;

0; х > 3.

1. При уровне значимости а=0,05 проверить гипотезу о нормальном распределении генеральной совокупности, если известны эмпирические и теоретические частоты:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m i | 2 | 4 | 12 | 16 | 40 | 13 | 8 | 3 | 2 |
|  | 6 | |  |  |  |  |  | 5 | |
| m’ i | 1 | 3 | 11 | 15 | 43 | 15 | 6 | 3 | 3 |
|  | 4 | |  |  |  |  |  | 6 | |
| (mi - mi’)2/ mi’ | 1 | | 1/11 | 1/15 | 9/43 | 8/15 | 8/6 | 1/6 | |

Критерий пирсона

Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть нормальное распределение.

χ2набл = СУММА( (mi - mi’)2/ mi’) = **3,4**

χ2крит (0,05; l-3) = **9,488**

χ2набл < χ2крит, значит гипотеза Н0 **не отвергается.**

**Аттестация**

**Вариант 2**

1. В розыгрыше первенства по баскетболу участвуют 18 ко­манд, из которых случайным образом формируются две группы по 9 команд в каждой. Среди участников соревнований имеется 5 ко­манд экстра-класса. Найти вероятность, что все команды экстра-класса попадут в одну и ту же группу
2. Из 5 букв разрезной азбуки составлено слово «книга». Ребенок, не умеющий читать, рассыпал эти буквы и затем собрал в произвол. порядке. Найти P того, что у него получилось слово «книга».

Т.к. буквы не повторяются: 5!- всего исходов

P=1/5!=**1/120**

1. Из полной колоды карт (52 листа) вынимаются четыре карты, каждая карта после вынимания возвращается в колоду. Найти вероятность того, что все эти четыре карты будут разных мастей.
2. Взяли одну и положили обратно (-1 масть):
3. Осталось 39 карт др. масти (52-13):
4. Осталось 26 к. др. масти:
5. Осталось 13 к. (можно вытянуть):
6. В группе из 10 студентов, пришедших на экзамен, 3 студента подготовлены отлично, 4 - хорошо, 2 - посредственно и 1 - плохо. В экзаменационных билетах имеется 20 вопросов. Отлично подготовл. студент может ответить на все 20 вопр., хорошо подготовл. - на 16, посредственно - на 10, плохо - на 5. Вызванный наугад студент ответил на 3 произвольно заданных преподавателем вопроса. Найти вероятность того, что этот студент подготовлен плохо.

Пусть А= {студент ответил на все 3 вопроса}

H1={студент готов отлично}

H2={студент готов хорошо}

H3={готов посредственно}

H4={плохо готов}

Находим вероятности гипотез:

P(H1) = 3/10; P(H2) = 4/10

P(H3) = 2/10; P(H4) = 1/10

Условные вероятности события А:

P(A/H1) = 1

P(A/H2) = 16/20 \* 15/19 \* 14/18 = 0,491

P(A/H3) = 10/20 \* 9/19 \* 8/18 = 0,105

P(A/H4) = 5/20 \* 4/19 \* 3/18 = 0,009

P(A)=0,3\*1+0,4\*0,491+0,2\*0,105…

По формуле Байеса:

1. Человек, принадлежащий к определенной группе населения, с p=0,2 брюнет, с р=0,3 шатен, с р=0,4 блондин, с р=0,1 рыжий. Из группы случ. образом выбирают 6 человек. Какова P того, что выбрали не менее четырех блондинов?

Пусть А – {выбрали блондина}; P(A)=0,4; P()=0,6

1. 4 блонди + 2 не блонди (используем формулу Бернулли):
2. 5 из 6 блондины:
3. 6 из 6 блонди:

(Теорема сложения вероятностей несовместных событий)

1. Имеются четыре лампочки, каждая из них с p= 0,3 имеет дефект. Лампочка ввинчивается в патрон, включается ток, при вкл. тока дефектная лампочка сразу перегорает, после чего она заменяется другой. Х - число исправных лампочек. Построить её ряд распределения.

X- число успехов (0,1,2,3,4); P=0,7 (нет дефекта); q=0,3 ( есть дефект)

Найдём вероятности (используем формулу Бернулли):

P1=p(x=0)=

P2=p(x=1)=

P3=p(x=2)=

P4=p(x=3)=

P5=p(x=4)=

Закон распределения для СВ Х:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | 0 | 1 | 2 | 3 | 4 |
| p | 0,0081 | 0,0756 | 0,0265 | 0,412 | 0,24 |

1. Используя решение задачи №6 найти мат. ожидание и среднеквадрат. отклонение СВ Х.

Мат ожидание: M(X) = ∑xipi = 1\*0.0756 + 2\*0.265 + 3\*0.412 + 4\*0.24 **= 2.802**

Дисперсия: D[x]=M[x2] – (M[x])2

M(X2)= 1\*0.0756 + 4\*0.265 + 9\*0.412 + 16\*0.24=8,684

D[x]= 8,684-7,851=0,833

Ср. откл.: σ(x) = D[x]^0,5 = **0,91**

1. Задана интегральная функция распределения непрерывной СВ Х. Найти коэфф. а

По свойству функции распределения:

1. Используя решение задачи №8 найти P(1<=x<3) и плотность распределения вероятностей.

F(x)=1/4x2, если 0<x<=2; F(x)=1, если x>2

Тогда: P(1<=x<3)=F(3)-F(1)= 1- 1/4= **3/4**

Найдём плотность распределения вероятностей:

1. При уровне значимости α=0.05 проверить гипотезу о показательном распределении генеральной совокупности, если известны эмпирические и теоретические частоты.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m | 40 | 34 | 22 | 16 | 10 | 8 | 5 | 3 2  5 |
| m’ | 43 | 33 | 21 | 18 | 10 | 7 | 6 | 2 1  3 |
|  | 0,209 | 0,03 | 0,048 | 0,22 | 0 | 0,143 | 0,167 | 0,167 |

Критерий Пирсона

Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть показательное распределение.

χ2набл =∑ (mi - mi’)2/ mi’=**2,152**

χ2крит (α;l-2)= χ2крит (0,05;5-2)=**7,815** (из табл)

χ2крит  > χ2набл , значит гипотеза **не отвергается**

H0 : в генеральной совокупности действует теоретическая функция F(x) выбранного распределения

**АТТЕСТАЦИЯ**

**ВАРИАНТ 3**

1. Полная колода карт (52 листа) делится наугад на 2 равные пачки по 26 листов. Найти вероятность, что в одной из пачек будет один туз, а в другой – три.

A – вероятность события из условия.

Общее число случаев:

Число благоприятных:

P(A)= m/n = **0,749**

1. На пяти карточках написаны цифры: 1, 2, 3, 4, 5. Две из них вынимаются, но первая возвращается и смешивается с остальными, а стоящее за ней число записывается. Найти вероятность того, что число на второй карточке будет больше, чем на первой.

Всего вариантов выбрать 2 карты из 5:P=5\*4=20

Вероятность вытянуть каждую из карт P1 = 1/5.

Вер. вытянуть больше, если 1я =1: P(a) = 4/5

если 1я =2: P(b) = 3/5

если 1я =3: P(c) = 2/5

если 1я =4: P(d) = 1/5

если 1я =5: P(e) = 0

По формуле полной вер-ти:

**P =** P1\*P(a) + P1\*P(b) + P1\*P(c) + P1\*P(d) +P1\*P(e) = **0,4**

1. Из полной колоды карт (52 листа) вынимаются сразу четыре карты. Найти вероятность того, что среди вытянутых карт будет хотя бы одна бубновая.

А = { хотя бы одна бубновая }

B = { нет бубновых } ; n = 4;

p = 13/52 = 0,25 –вероятность бубуновой

q = 0,75 –вероятность небубновой

По формуле Бернулли,

P4(0) = C04p0q4-0 = q4; - 0 бубновых из 6

Р(B) = 0,754 = 0,316

P(A) = 1 - Р(В) = **0,684**

1. В группе студентов, пришедших на экзамен, 3 подготовлены отлично, 4 –хорошо, 2 – посредственно и 1 – плохо. В экзаменационных билетах имеется 20 вопросов. Отлично подготовленный - 20 вопросов, хорошо– на 16, посредственный – на 10, плохо – на 5. Вызванный наугад студент ответил на 3 произвольно заданных вопроса. Найти вероятность того, что студент подготовлен хорошо.

событие А = {студент ответил на 3 вопроса}

Н1 = {студент подготовлен отлично}

Н2 = {хорошо}

Н3 = {посредственно}

Н4 = {плохо}

**Вероятности гипотез:**

P(H1) = 3/10

P(H2) = 4/10

P(H3) = 2/10

P(H4) = 1/10

**Условные** **вероятности события А:**

P(A/H1) = 1

P(A/H2) = 16/20 \* 15/19 \* 14/18 = 0,491

P(A/H3) = 10/20 \* 9/19 \* 8/18 = 0,105

P(A/H4) = 5/20 \* 4/19 \* 3/18 = 0,009

По формуле Байеса: 0,4 \* 0,491 / (0,3 \* 1 + 0,4 \* 0,491 + 0,2 \* 0,105 + 0,1 \* 0,09) = **0,236**

1. Что вероятнее, выиграть у равносильного противника: не менее трех партий из четырех или не менее пяти из восьми.

Pn(m) = Cmnpmqn-m

p =0,5; q = 0,5

Используем формулу Бернулли:

P4(3) = C34p3q4-3 = 1/4

P4(4) = C44p4q4-4 = 0,125

P4 = 0,25+0,125=0,375

P8(5) = C58p5q8-5 = 0,21875

P8(6) = C68p6q8-6 = 0,1094

P8(7) = C78p7q8-7 = 0,03125

P8(8) = C88p8q8-8 = 0,0039

P8 = 0,375+…+0,0039=0,738

0,738 >0,375 ; **5 из 8**

1. Имеется четыре лампочки. Каждая из них с вероятностью 0,3 имеет дефект. Лампочка ввинчивается в патрон и включается ток. При включении тока дефектная лампочка сразу перегорает, после чего заменяется другой. СВ Х – число лампочек, которые будет испробовано. Построить ее ряд распределения.

(исп-ем теорему умножения и сложения вероятностей независимых событий)

q =0,3 - деффект; p = 0,7

Р(1) = p = 0,7 – без деффекта 1я лампочка

Р(2) = p\*q = 0,7\*0,3 = 0,21 – 1я с дефф и 2 без

Р(3) = p\*q2= 0,7\*0,32 = 0,063 – 1я,2я с дефф и 3 без

Р(4) = q3\*p + q4 = q3(q+p) =q3 = 0,027– или (3 с дефф и 1 без) или все 4 с дефф

**Закон распределения** для данной СВ Х:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| X | 1 | 2 | 3 | 4 |
| P | 0,7 | 0,21 | 0,063 | 0,027 |

1. Используя решение задачи №6 найти мат. ожидание и среднеквадратическо отклонение СВ Х.

**Мат ожидание**: M = ∑xipi = 1\*0.7 + 2\*0.21 + 3\*0.063 + 4\*0.027 = **1.417**

**Дисперсия**: D[x]=M[x2] – (M[x])2=  12\*0.7 + 22\*0.21 + 32\*0.063 + 42\*0.027 - 1.4172 = 0.531

**Ср. откл**.: σ(x) = D[x]^0,5 = **0,729**

1. Задана интегральная функция распределения непрерывной СВ Х:

0, если x <= 1;

F(x)= а(х2 - 1), если 1 < х <= 3;

1, если х > 3.

Найти коэффициент а.

1. Используя решение задачи №8 найти P (0 <= x < 2) и плотность распределения вероятностей.

P (0 <= x < 2) = F(2) – F(0) = 0,3755 – 0 = **0,375**

**Плотность**:

0, x<=1

p(x) = F ‘ (x) = 0,25x, 1 < х <= 3;

0, х > 3.

1. При уровне значимости а=0,05 проверить гипотезу о нормальном распределении генеральной совокупности, если известны эмпирические и теоретические частоты:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| m k | 3 | 5 | 13 | 17 | 40 | 12 | 7 | 2 | 1 |
|  | 8 | |  |  |  |  | 10 | | |
| m’ k | 2 | 4 | 12 | 16 | 43 | 14 | 5 | 2 | 2 |
|  | 5 | |  |  |  |  | 9 | | |
| (mi - mi’)2/ mi’ | 9/5 | | 1/12 | 1/16 | 9/43 | 4/14 | 1/9 | | |

Критерий пирсона

Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть нормальное распределение.

χ2набл = СУММА( (mi - mi’)2/ mi’) = **2,55**

χ2крит (0,05; l-2-1) = **7,815**

χ2набл < χ2крит, значит гипотеза Н0 **не отвергается.**

**Аттестация**

**Вариант 4**

1. В розыгрыше первенства по баскетболу участвуют 18 ко­манд, из которых случайным образом формируются две группы по 9 команд в каждой. Среди участников соревнований имеется 5 ко­манд экстра-класса. Найти вероятность того, что две команды попадут в одну из групп, а три в другую.
2. На пяти карточках написаны цифры: 1,2,3,4,5. Две из них вынимается одна за другой. Найти вероятность того, что число на второй карточке будет больше, чем на первой…

**Всего** вариантов выбрать 2 карты из 5:P=5\*4=20

Вероятность вытянуть каждую из карт P1 = 1/5.

Вер. вытянуть больше, если 1я =1: P(a) = 4/4

если 1я =2: P(b) = 3/4

если 1я =3: P(c) = 2/4

если 1я =4: P(d) = 1/4

если 1я =5: P(e) = 0

P = P1\*P(a) + P1\*P(b) + P1\*P(c) + P1\*P(d) +P1\*P(e) = **0,5**

1. Из полной колоды карт (52 листа) вынимаются сразу четыре карты. Найти вероятность того, что среди вытянутых карт не будет ни одной карты чёрной масти.

1. В группе из 10 студентов, пришедших на экзамен, 3 студента подготовлены отлично, 4 - хорошо, 2 - посредственно и 1 - плохо. В экзаменационных билетах 20 вопросов. Отлично подготовл. студент может ответить на все 20 вопросов, хорошо подготовл. - на 16, посредственно - на 10, плохо - на 5. Вызванный наугад студент ответил на три произвольно заданных преподавателем вопроса. Найти вероятность того, что этот студент подготовлен посредственно.

Пусть А= {студент ответил на все 3 вопроса}

H1={студент готов отлично}

H2={студент готов хорошо}

H3={готов посредственно}

H4={плохо готов}

Находим вероятности гипотез:

P(H1) = 3/10; P(H2) = 4/10

P(H3) = 2/10; P(H4) = 1/10

Условные вероятности события А:

P(A/H1) = 1

P(A/H2) = 16/20 \* 15/19 \* 14/18 = 0,491

P(A/H3) = 10/20 \* 9/19 \* 8/18 = 0,105

P(A/H4) = 5/20 \* 4/19 \* 3/18 = 0,009

P(A)=0,3\*1+0,4\*0,491+0,2\*0,105…

По формуле Байеса:

1. Что вероятнее, выиграть у равносильного противника: три партии из четырёх, или пять из 8.

P=1/2; q=1/2 (т.к. равносильн. соперники)

По формуле Бернулли находим вероятности:

)= ; )=

¼ > 7/32 , значит **вероятнее выиграть 3 из 4 партий**

1. Имеются четыре лампочки, каждая из них с p= 0,3 имеет дефект. Лампочка ввинчивается в патрон, включается ток, при включении тока дефектная лампочка сразу перегорает, после чего она заменяется другой. Х - число исправных лампочек. Построить её ряд распределения.

X- число успехов (0,1,2,3,4); P=0,7 (нет дефекта); q=0,3 ( есть дефект)

Найдём вероятности (используем формулу Бернулли):

P1=p(x=0)=

P2=p(x=1)=

P3=p(x=2)=

P4=p(x=3)=

P5=p(x=4)=

Закон распределения для СВ Х:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | 0 | 1 | 2 | 3 | 4 |
| p | 0,0081 | 0,0756 | 0,0265 | 0,412 | 0,24 |

1. Используя решение задачи №6 найти мат. ожидание и среднеквадрат. отклонение СВ Х.

Мат ожидание: M(X) = ∑xipi = 1\*0.0756 + 2\*0.265 + 3\*0.412 + 4\*0.24 = **2.802**

Дисперсия: D[x]=M[x2] – (M[x])2

M(X2)= 1\*0.0756 + 4\*0.265 + 9\*0.412 + 16\*0.24=8,684

D[x]= 8,684-7,851=0,833

Ср. откл.: σ(x) = D[x]^0,5 = **0,91**

1. Задана интегральная функция распределения непрерывной СВ Х. Найти коэф. а

По свойству функции распределения:

1. Используя решение задачи №8 найти P(1<=x<3) и плотность распределения вероятностей.

F(x)=1/2x, если 0<x<=2

F(x)=1, если x>2

Тогда: P(1<=x<3)=F(3)-F(1)= 1- 1/2= **0,5**

Найдём плотность распределения вероятностей:

1. При уровне значимости α=0.05 проверить гипотезу о показательном распределении генеральной совокупности, если известны эмпирические и теоретические частоты.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| m | 39 | 33 | 21 | 15 | 9 | 7 | 4 2 1  7 |
| m’ | 42 | 32 | 20 | 17 | 9 | 6 | 5 2 1  8 |
|  | 0,214 | 0,031 | 0,05 | 0,235 | 0 | 0,166 | 0.125 |

Критерий Пирсона

Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть показательное распределение.

χ2набл =∑ (mi - mi’)2/ mi’=**0,821**

χ2крит (α;l-2)= χ2крит (0,05;7-2)=**11,07** (из табл)

χ2крит  > χ2набл , значит гипотеза **не отвергается**

H0 : в генеральной совокупности действует теоретическая функция F(x) выбранного распределения.

**ЭКЗАМЕН**

**ВАРИАНТ 1**

1. В турнире принимают участие 8 команд. Сколько различных предсказаний относительно распределения трех первых мест можно сделать?

= 8\*7\*6 = **336**

1. В урне 12 белых и 8 черных шаров. Найти вероятность того, что среди наугад вытянутых 5 шаров будет ровно 3 черных.

A – вероятность события из условия.

**Общее** число случаев:

Число **благоприятных**:

P(A)= m/n = **0,238**

1. Три орудия ведут огонь по цели, вероятность попадания в которую при одном выстреле из первого орудия 0,5, из второго – 0,6 и из третьего – 0,7. Зная, что каждое орудие стреляет один раз, найти вероятность поражения цели, если для этого достаточно двух попаданий.

P(A) = 0,5 – попал 1й P(не A) = 0,5 – не попал 1й

P(В) = 0,6 – попал 2й P(не В) = 0,4 – не попал 2й

P(С) = 0,7 – попал 3й P(не С) = 0,3 – не попал 3й

Теорема сложения и умножения независимых соб-ий:

**P** = P(A)\* P(В)\* P(не С) + P(C)\* P(В)\* P(не A) + P(A)\* P(C)\* P(не B) + P(A)\* P(В)\* P(С) = **0,65**

1. В магазин поступают одинаковые изделия из трех заводов, причем 1й завод поставил 50 изделий, 2й – 30, 3й – 20 изделий. Среди изделий 1го завода 70% первосортных, а среди изделий 2го – 80%, 3го – 90%. Куплено одно изделие. Оно оказалось первосортным. С какого завода вероятней всего поступило изделие?

А = {деталь первосортная}

Н1 = {1 завод}

Н2 = {2й}

Н3 = {3й}

Вероятности гипотез:

P(H1) = 0,5

P(H2) = 0,3

P(H3) = 0,2

Условные вероятности события А:

P(A/H1) = 0,7

P(A/H2) = 0,8

P(A/H3) = 0,9

**Вероятность** что с определённого завода (По формуле Байеса:)

P(H1/A) = =0,5 \* 0,7 / (0,5 \* 0,7 + 0,3 \* 0,8 + 0,2 \* 0,9) = 0,455 –вероятнее с 1го

P(H2/A) = 0,3 \* 0,8 / (0,5 \* 0,7 + 0,3 \* 0,8 + 0,2 \* 0,9) = 0,311

P(H3/A) = 0,2 \* 0,9 / (0,5 \* 0,7 + 0,3 \* 0,8 + 0,2 \* 0,9) = 0,234

1. Монету бросают 5 раз. Найти вероятность того, что выпадет герб не менее 3 раз.

По формуле Бернулли:

Pn(m) = Cmnpmqn-m

p =0,5; q = 0,5

P(3) = C35p3q5-3 = 0,3125

P(4) = C45p4q5-4 = 0,3125

P(5) = C55p5q5-5 = 0,03125

Р = Р(3)+Р(4)+Р(5) = 0,656

1. В партии из 6 изделий 4 стандартных. Наудачу отбирают 3 изделия. Составить закон распределения СВ Х – числа стандартных изделий среди выбранных.

Общее число способов вытянуть стандартную

1 ст из 4 и 2 нест из 2:

2 ст из 4 и 1 нест из 2: =0,6

3 ст из 4 и 0 нест из 2: P = = 0,2

|  |  |  |  |
| --- | --- | --- | --- |
| Х | 1 | 2 | 3 |
| Р | 0,2 | 0,6 | 0,2 |

1. Дан закон распределения случайной величины СВ Х:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Х | -5 | 2 | 3 | 4 |
| Р | 0,4 | 0,3 | 0,1 | 0,2 |

Построить ф распределения СВ Х. найти мат ожидание, дисперсию, среднекв. отклонение СВ Х.

**Функция распред**:

F(x≤-5) = 0  
F(-5< x ≤2) = 0.4  
F(2< x ≤3) = 0.3 + 0.4 = 0.7  
F(3< x ≤4) = 0.1 + 0.7 = 0.8  
F(x>4) = 1

**Мат ожидание**: М[x]= -5\*0,4+2\*0,3+3\*0,1+4\*0,2 = **-0,3**

**Дисперсия**: D[x]=M[x2] – (M[x])2 = (-5) 2 \*0,4+22\*0,3+32\*0,1+42\*0,2 – (-0,3) 2 =**15,21**

**Ср. откл.:** σ(x) = D[x]^0,5 = 15,21^0,5=**3,9**

![https://math.semestr.ru/math/img-fx.php?x=-5r2r3r4&y=0,4r0,7r0,8r1&vid=0](data:image/png;base64,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)

1. Случайная величина Х подчинена закону распределения с плотностью:

0, если x < 0;

f(x)= а(3х – x2), если 0 <= х <= 3;

0, если х > 3.

Восстановить функцию плотности распределения. Найти характеристики распределения (математическое ожидание, дисперсию, среднеквадратическое отклонение).

**Мат ожидание**:

M[x] =

**Дисперсия**:

D[x] =

**Ср. откл**.: σ(x) = D[x]^0,5 = 2,673^0,5=1,63

1. Из генеральной совокупности извлечена выборка n = 25.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Х к | 4 | -6 | -7 | 8 | 9 | 10 | 11 |
| n к | 1 | 6 | 3 | 3 | 7 | 3 | 2 |

Найти несмещенные оценки генеральной средней и генеральной дисперсии.

Генеральной **средней**:

/25 = 3,44

Генеральной **дисперсии**:

57,8

1. Найти доверительный интервал с надежностью [ꝩ](https://ru.wikipedia.org/w/index.php?title=%EA%9D%A8&action=edit&redlink=1) = 0,99 для оценки математического ожидания нормальной случайно величины Х, если ее среднее квадратическое отклонение σх = 4, выборочная средняя = 10,2 и объем выборки n = 16.

– точность оценки

[ꝩ](https://ru.wikipedia.org/w/index.php?title=%EA%9D%A8&action=edit&redlink=1) = 0,99 = 2Ф(t); Ф(t)= 0,495.

По таблице: t = 2,58 (функция Лапласа)

**7,62 < a < 12,78**

**Экзамен**

**Вариант 2**

1. Из группы студентов, состоящей из 10 человек, для участия в конкурсе выбирают 4 чела. Определить число всех возможных результатов выбора.

= = **210** вариантов

1. В группе спортсменов 7 лыжников и 5 конькобежцев. Из нее случайным образом выделены три спортсмена. Найти вероятность того, что среди них будет 1 лыжник и 2 конькобежца.

1. В телестудии 3 камеры. Вероятности того, что в данный момент камера включена, равны соответств. 0.9; 0.8; 0.6. Найти P того, что в данный момент включены не более одной камеры.

Т.е. или какую-то 1 камеру, либо ни одной

H1={включена 1 камера}

H2={включена 2ая камера}

H3={ включена 3ья камера }

Находим вероятности гипотез:

P(H1) = 0,9 ; P()=0,1

P(H2) = 0,8; P()=0,2

P(H3) = 0,6; P()=0,4

1. P1= P()=0,1\*0,2\*0,4=0,008
2. P2= P()=0,9\*0,2\*0,4=0,072
3. P3= P(H2)=0,1\*0,8\*0,4=0,032
4. P4= P(H3)=0,1\*0,2\*0,6=0,012

P=P1+P2+P3+P4=**0,124**

1. При разрыве снаряда образуются крупные, средние и мелкие осколки в соотношении 1:3:6. При попадании в танк крупный осколок пробивает броню с вероятностью 0,9, средний - 0,3, мелкий - 0,1. Какова вероятность того, что попавший в броню осколок пробьёт её?

H1={осколок, попавший в броню, маленький}

H2={осколок средний}

H3={ осколок крупный }

Находим вероятности гипотез:

P(H1) = =0,6 ;

P(H2) = 0,3; P(H3) = 0,1;

А-{осколком пробита броня}

Условные вероятности события А:

P(A/H1) = 0,1; P(A/H2) = 0,3; P(A/H3) =0,9

По формуле полных вер-тей:

P(A)= P(A/H1)\*P(H1)+ P(A/H2)\*P(H2)+ P(A/H3)\*P(H3)=**0,24**

1. Какова вероятность, что из 2450 ламп, освещающих улицу, к концу года будет гореть от 1500 до 1600 ламп? Считать, что каждая лампа будет гореть в течение года с вероятностью 0,64.

Будем использовать интегральную теорему Лапласа:

*--- (*Ф(x)- берутся из табл*)*

*=Ф(1,35)-Ф(-2,86)=0,4115+0,498=0,91*

1. При сборке прибора для наиболее точной подгонки основной детали может понадобиться (от удачи) 4 пробы с вер-ми p1=0,12 p2=0,18 p3=0,4 p4=0,3. Требуется составить закон распредел-я случайной величины Х – числа проб, необходимых для удовлетворит. сборки прибора.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| X | 1 | 2 | 3 | 4 |
| P | 0,12 | 0,18 | 0,4 | 0,3 |

1. Дан ряд распределения СВ Х. Требуется восстановить ряд и найти его характеристики (мат. ожидание, дисперсию, среднеквадратичное ожидание)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | 0 | 1 | 2 | 3 | 4 |
| P | 0,2 | ? | 0,3 | 0,08 | 0,02 |

=1-0,2-0,3-0,08-0,02=0,4;

**Мат** **ожид**: M(X) = ∑xipi = 1\*0.4 + 2\*0.3 + 3\*0.08 + 4\*0.02 = **1.32**

**Дисперсия**: D[x]=M[x2] – (M[x])2

M(X2)= 1\*0.396 + 4\*0.3 + 9\*0.08 + 16\*0.02 =2,696

D[x]= 2,696-1,732=**0,98**

**Ср. откл**.: σ(x) = D[x]^0,5 = **0,948**

1. Случайная величина Х задана функцией распределения. Найти: 1) плотность распредел. вероятностей; 2) мат. ожидание, дисперсию, среднеквадратич. отклонение случ. величины Х; 3) построить графики F(x) и f(x).

Найдём плотность распределения вероятностей:

σ(x) = D[x]^0,5 = **0,47 ГРАФИК**

1. При уровне значимости α=0.05 проверить гипотезу о показательном распределении генеральной совокупности, если известны эмпирические и теоретические частоты.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| n | 45 | 24 | 17 | 15 | 6 | 3 2  5 |
| n’ | 40 | 22 | 12 | 6 | 4 | 2 1  3 |
|  | 0,625 | 0,182 | 2,083 | 13,5 | 1 | 1,333 |

Критерий Пирсона: Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть показательное распределение.

χ2набл =∑ (ni - ni’)2/ ni’=18,723

χ2крит (α;l-2)= χ2крит (0,05;6-2)=9,488 (из табл)

χ2крит  < χ2набл , значит гипотеза **отвергается**

1. Найти несмещенные оценки генеральной средней, дисперсии и среднеквадратичного отклонения признака Х на основании данного распределения выборки. Построить эмпирическую функцию распределения.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| x | 5 | 6 | 7 | 8 | 9 | 10 |  |
| n | 1 | 5 | 6 | 4 | 3 | 1 | n=1+5+6+4+3+1=20 |

**Генеральной** **средней**:

=

Генеральной **дисперсии**:

1,695

**Среднеквадратичного** откл-я: s=

Находим **эмпирическую** функцию: F\*(x)= nx/n (n=20- объём выборки)

Вычисляем функцию распредел-я выборки:

F(x<=5)=0/20=0

F(5<x<=6) = (0+1)/20= 1/20

F(6<x<=7) = (0+1+5)/20= 6/20

F(7<x<=8) = (0+1+5+6)/20= 12/20

F(8<x<=9) = (0+1+5+6+4)/20= 16/20

F(9<x<=10) = (0+1+5+6+4+3)/20= 19/20

F(x>10) = (0+1+5+6+4+3+1)/20= 1

**Эмпирическая** ф-ция распределения:

F\*(x)= { 0, при x<=5; 0,05 при 5<x<=6 …… и тд} **График**

**ЭКЗАМЕН**

**ВАРИАНТ 3**

1. Студенты сдают 5 экзаменов, в том числе по математике и физике. Сколькими способами можно распределить экзамены, но так, чтобы экзамены по математике и по физике следовали один за другим?

4\*2!\*3!=48 (4\*2! способа расставить математику и физику подряд, остальные 3 предмета – 3! Способов - перестановки)

1. Из 40 вопросов, входящих в экзаменационные билеты, студент знает 30. Найти вероятность того, что среди трех наугад выбранных вопросов студент знает 2.

Общее число случаев: n =

Число благоприятных: m =

= **0,44**

1. Вероятность поражения цели первым стрелком при одном выстреле равна 0,8, а вторым – 0,6. Найти вероятность того, что цель будет поражена хотя бы одним стрелком.

P(A) = 0,8 – попал 1й P(не A) = 0,2 – не попал 1й

P(В) = 0,6 – попал 2й P(не В) = 0,4 – не попал 2й

P = P(A)\* P(В) + P(А)\* P(не В) + P(не A)\* P(В) = **0,92**

1. В пирамиде 5 винтовок, 3 из которых с оптическим прицелом. Вероятность того, что стрелок поразит мишень при выстреле из винтовки с оптическим прицелом 0,95, для винтовки без оптического прицела – 0,7. Из наудачу взятой винтовки произведен один выстрел. Мишень была поражена. Найти вероятность того, что выстрел производили из винтовки без оптического прицела.

А = {мишень поражена}

Н1 = {опт}

Н2 = {не опт}

Вероятности гипотез:

P(H1) = 3/5 = 0,6

P(H2) = 2/5 = 0,4

Усл вероятности события А:

P(A/H1) = 0,95

P(A/H2) = 0,7

(По формуле Байеса:): P(H2/A)= = 0,4 \* 0,7 / (0,6 \* 0,95 + 0,4 \* 0,7) = **0,329**

1. Станок изготавливает за смену 10000 деталей. Вероятность изготовления бракованной детали р=0,0001. Найти вероятность того, что за смену будет изготовлено три бракованных детали.

n=10 000, k =3, p=0,0001. События, состоящие в том, что отдельная деталь бракована, независимы, число испытаний ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAgAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3zhZm2QQAAAAtAQAACAAAADIKIAE5AAEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADOFmbZAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) велико, а вероятяность ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAAAgAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3Rhlm5gQAAAAtAQAACAAAADIKIAE5AAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABGGWbmAAAKACEAigEAAAAA/////7jjEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) мала, поэтому распределением Пуассона ![](data:image/x-wmf;base64,183GmgAAAAAAAKAOIAQACQAAAACRVAEACQAAA1sCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6f///9gDgAAxwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAAICRy3aaGgoOAAAKAAAAAAArudJ1QAAAAAQAAAAtAQAACAAAADIKngKkAQEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAgJHLdugcClUAAAoAAAAAACu50nVAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4C9AIBAAAAKXkIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAgkHBQAAABMCQAI1CRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACu50nVAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqACywwCAAAAbnAIAAAAMgrLA6EHAQAAAGtwCAAAADIKsAEdBwEAAABlcAgAAAAyCqACHAIBAAAAa3AIAAAAMgqgAkYAAQAAAFBwHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAK7nSdUAAAAAEAAAALQEBAAQAAADwAQIACAAAADIK9AGhBQEAAABrcAgAAAAyCgADAAEBAAAAbnAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAICRy3aaGgoQAAAKAAAAAAArudJ1QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqgAqILAQAAAD1wCAAAADIKoAJzBgEAAADXcAgAAAAyCqACqQMBAAAAPXAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAICRy3boHApXAAAKAAAAAAArudJ1QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgoEAeAHAQAAAC1wHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACAkct2mhoKEQAACgAAAAAAK7nSdUAAAAAEAAAALQECAAQAAADwAQEACAAAADIKoAJhCgEAAABscAgAAAAyCqACzAQBAAAAbHAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAICRy3boHApYAAAKAAAAAAArudJ1QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgoEAWoIAQAAAGxwHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAK7nSdUAAAAAEAAAALQECAAQAAADwAQEACAAAADIKoAJcCQEAAAA7cAgAAAAyCssDTwgBAAAAIXAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDGxQGKCgAACgDjCmbG4wpmxsUBigqI5+8ABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==). ; ![](data:image/x-wmf;base64,183GmgAAAAAAAMAQAAIACQAAAADRTAEACQAAA2sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAEBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AEAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AgOwZAPc2HXdAjSV3AAAAAAQAAAAtAQAACAAAADIKYAEUEAEAAAA7AAgAAAAyCmABfg8BAAAAMXkJAAAAMgpgAUcLBAAAADAwMDEIAAAAMgpgAegKAQAAACwACAAAADIKYAEuCgEAAAAweQkAAAAyCmABLgcDAAAAMDAwMQgAAAAyCmABhAUCAAAAMTAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0g9HHdAAAAAgOwZAPc2HXdAjSV3AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAX0OAQAAAD0wCAAAADIKYAGeCQEAAADXAAgAAAAyCmABgwQBAAAAPQAIAAAAMgpgAXgBAQAAAD0wHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIDsGQD3Nh13QI0ldwAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKYAGjAgIAAABucBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3SD0cd0AAAACA7BkA9zYdd0CNJXcAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABNAABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAYIQCKAgAACgAqGWYYKhlmGCEAigIQ7hkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) ![](data:image/x-wmf;base64,183GmgAAAAAAACAQIAQACQAAAAARSgEACQAAAx0CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgEBIAAAAmBg8AGgD/////AAAQAAAAwP///6j////gDwAAyAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAcAAAA+wID/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAd0g9HHdAAAAAsOsZAPc2HXdAjSV3AAAAAAQAAAAtAQAACAAAADIKngJlAwEAAAAoABwAAAD7AgP+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB3SD0cd0AAAACw6xkA9zYdd0CNJXcAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4CkQQBAAAAKXkIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAmMIBQAAABMCQAJWChwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCA7BkA9zYdd0CNJXcAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCqAC/gwEAAAAMDYxMwgAAAAyCqACngwBAAAALDYIAAAAMgqgAuULAQAAADB5CAAAADIKywN6CQEAAAAheQgAAAAyCssD5AgBAAAAMzYIAAAAMgqgAk4GAQAAADEACAAAADIKoALRAwEAAAAzMBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCA7BkA9zYdd0CNJXcAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCgMBtgkBAAAAMQAIAAAAMgr0AQAHAQAAADM2CAAAADIKAANTAgIAAAAwMAkAAAAyCgAD6QADAAAAMTAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3SD0cd0AAAACA7BkA9zYdd0CNJXcAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqACvgoBAAAAuzAIAAAAMgqgAsoHAQAAANcwCAAAADIKoAJLBQEAAAA9MBwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3SD0cd0AAAACA7BkA9zYdd0CNJXcAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCgMBPAkBAAAALQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AgOwZAPc2HXdAjSV3AAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqvAXcIAQAAAGV5CAAAADIKoAJGAAEAAABQMAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMohAIoCAAAKADEYZsoxGGbKIQCKAhDuGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

1. Три стрелка, ведущие огонь по цели, сделали по одному выстрелу. Вероятности их попадания в цель соответственно равны 0,5, 0,6 и 0,8. Построить ряд распределения числа попаданий в цель.

(Теорема умножения вероятностей независимых событий)

P(A) = 0,5 – попал 1й P(не A) = 0,5 – не попал 1й

P(В) = 0,6 – попал 2й P(не В) = 0,4 – не попал 2й

P(С) = 0,8 – попал 3й P(не С) = 0,2 – не попал 3й

0 попаданий: Р0 = Р(не А)\*Р(не В)\*Р(не С) = 0,04

1 попадания: Р1 = Р(А)\*Р(не В)\*Р(не С) + Р(не А)\*Р(В)\*Р(не С) + Р(не А)\*Р(не В)\*Р(С) = 0,26

2 попадания: Р2 = Р(А)\*Р(В)\*Р(не С) + Р(А)\*Р(не В)\*Р(С) + Р(не А)\*Р(В)\*Р(С) = 0,46

3 попадания: Р3 = Р(А)\*Р(В)\*Р(С) = 0,24

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Х | 0 | 1 | 2 | 3 |
| Р | 0,04 | 0,26 | 0,46 | 0,24 |

1. ДСВ задана законом распределения:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Х | -3 | -1 | 0 | 2 | 4 |
| Р | 0,1 | 0,2 | 0,3 | 0,3 | 0,1 |

Найти: а) ф распред F(х) и построить ее график; б) мат ожидание, дисперсию, среднекв откл СВ Х.

**Функция распред**:

F(x≤-3) = 0  
F(-3< x ≤-1) = 0.1  
F(-1< x ≤0) = 0.2 + 0.1 = 0.3  
F(0< x ≤2) = 0.3 + 0.3 = 0.6  
F(2< x ≤4) = 0.3 + 0.6 = 0.9  
F(x>4) = 1

**Мат ожидание**: М[x] = -3\*0,1 + (-1)\* 0,2+0\*0,3+2\*0,3 +4\*0,1 = **0,5**

**Дисперсия**: D[x] = M[x2] – (M[x])2 = ( -3) 2 \*0,1+(-1) 2\*0,2+0\*0,3+22\*0,3 +42\*0,1 – (0,3) 2 =**3,65**

**Ср. откл**.: σ(x) = D[x]^0,5 = 3,65^0,5=**1,91**

![https://math.semestr.ru/math/img-fx.php?x=-3r-1r0r2r4&y=0,1r0,3r0,6r0,9r1&vid=0](data:image/png;base64,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)

1. Плотность вероятности СВ Х задана формулой:

f(x)= (10-2х)/9, х ∈ [2,5]

0, x ∉ [2,5].

Найти чиc харки распред-я: мат ожид, дисперсию, среднекв откл и вер-ть попадания СВ Х в (0,3).

**Мат ожидание**: M[x] =

**Дисперсия**: D[x] =

**Ср. откл.:** σ(x) = D[x]^0,5 = 0,5^0,5=**0,707**

**Вероятность попадания:**

P(0<x<3)=

1. Из генеральной совокупности извлечена выборка n = 25.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Х к | 4 | 6 | 7 | 8 | 9 | 10 | 11 |
| n к | 1 | 6 | 3 | 3 | 7 | 3 | 2 |

Найти несмещенные оценки генеральной средней и генеральной дисперсии.

Генеральной **средней**: = 1+6+3+3+7+3+2=**25**

/25 = 8

Генеральной **дисперсии**:

25,125

1. При уровне значимости а=0,05 проверить гипотезу о нормальном распределении генеральной совокупности, если известны эмпирические и теоретические частоты:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| n i | 4 | 8 | 22 | 40 | 15 | 8 | 3 |
|  | 12 | |  |  |  | 11 | |
| n’ i | 3 | 11 | 24 | 30 | 27 | 8 | 2 |
|  | 14 | |  |  |  | 10 | |
| (mi - mi’)2/ mi’ | 4/14 | | 4/24 | 100/30 | 144/27 | 1/10 | |

Критерий пирсона: Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть нормальное распределение.

χ2набл = СУММА( (mi - mi’)2/ mi’) = **9,219**

χ2крит (0,05; l-2-1) **=5,991**

χ2набл > χ2крит, значит гипотеза Н0 **отвергается**

**Экзамен**

**Вариант 4**

1. В футбольной команде имеется 13 полевых игроков и 2 вратаря. Сколькими способами можно выбрать играющий состав?

= = **572**

1. В цехе работают 6 мужчин и 4 женщины. По табельным номерам наудачу отобраны 7 человек. Найти вероятность того, что среди отобранных лиц окажутся 3 женщины.

1. Вероятность того, что студент сдаст первый экзамен, равна 0,8; второй – 0,7; третий – 0,6. Найти вероятность того, что студентом будут сданы только 2 экзамена.
2. Сдаст 1 и 2 : P1=0,8\*0,7\*(1-0,6)=0,224
3. Сдаст 1 и 3 : P2=0,8\*0,3\*0,6=0,144
4. Сдаст 2 и 3 : P3=0,2\*0,7\*0,6=0,084

P= 0,224+ 0,144 + 0,084= **0, 452**

1. В торговую фирму поставляются телевизоры тремя фирмами в соотношении 5:2:3. Телевизоры не требуют ремонта в течение гарантийного срока соответственно в 96%, 92% и 94% случаев. Найти вероятность того, что купленный телевизор не потребует ремонта в течение гарантийного срока.

А-{купленный телевизор не потреб. ремонта в течении гарантии}

H1={телевизор изготовлен первой фирмой}

H2={изготовлен второй фирмой }

H3={третей фирмой }

Находим вероятности гипотез:

P(H1) = =0,5 ; P(H2) = 0,2; P(H3) = 0,3;

Условные вероятности события А:

P(A/H1) = 0,96; P(A/H2) = 0,92; P(A/H3) =0,94

По формуле полных вер-тей:

P(A)= P(A/H1)\*P(H1)+ P(A/H2)\*P(H2)+ P(A/H3)\*P(H3)=**0,946**

1. Вероятность отказа каждого прибора при испытании равна 0,2. Приборы испытываются независимо друг от друга. Найти вероятность отказа 10 приборов при испытании 80.

Т.к. n>50, npq > 10, будем использовать локальную теорему Лапласа

*=*

*;*

1. Билет на право разового участия в азартной игре стоит Х долларов. Игрок выбрасывает 2 игральные кости и получает выигрыш 150 долларов, если выпали две шестерки; 50 долларов, если выпала только одна шестерка; и проигрывает, если не одной шестерки. Требуется составить закон распределения случайной величины Х – стоимость выигрыша.

A-{выпадет 6-ка}

P(А)=1/6 ; P(не А)= 5/6

P(две 6ки)=1/6\*1/6=1/36 (X=150 )

P(одна 6ка)=1/6\*5/6 + 5/6\*1/6 =10/36 (X=50)

P(ни одной 6ки)=5/6 \* 5/6=25/36 (X=0)

|  |  |  |  |
| --- | --- | --- | --- |
| X | 0 | 50 | 150 |
| P | 25/36 | 10/36 | 1/36 |

1. Дан ряд распределения СВ Х:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | 0 | 1 | 2 | 3 | 4 |
| P | 0,1 | 0,3 | ? | 0,3 | 0,2 |

Требуется восстановить ряд и найти его характеристики (мат. ожидание, дисперсию, среднеквадратичное ожидание)

=1-0,1-0,3-0,3-0,2=**0,1**;

**Мат ожидание**: M(X) = ∑xipi = 1\*0.3 + 2\*0.1 + 3\*0.3 + 4\*0.2 = **2,2**

**Дисперсия**: D[x]=M[x2] – (M[x])2

M(X2)= 1\*0.3 + 4\*0.1 + 9\*0.3 + 16\*0.2 =6,6

D[x]= 6,6 - 4,84=**1,76**

**Ср. откл**.: σ(x) = D[x]^0,5 = **1,33**

1. Случайная величина Х задана функцией распределения

Найти: 1) плотность распределения вероятностей f(x); 2) мат. ожидание, дисперсию, среднеквадр. отклонение случайной величины Х; 3) найти вероятность попадания СВ Х в интервал (2,5; 4)

Найдём плотность распределения вероятностей:

σ(x) = D[x]^0,5 = **0,289;**

F(x)=x-2, если 2<x<=3 ; F(x)=1, если x>3; Тогда: P(2,5<x<4)=F(4)-F(2,5)= 1 - 1/2= **0,5**

1. Найти несмещенную оценку дисперсии случ величины Х на основании данного распред-я:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | 2 | 7 | 9 | 10 |
| n | 8 | 14 | 10 | 18 |

n=8+14+10+18=50

Генеральной средней:

=

Генеральной **дисперсии**:

7,89

1. Используя критерий Пирсона, при уровне значимости 0,05 установить, случайно или значимо расхождение между эмпирическими частотами nk и теоретическими частотами n’k , которые вычислены исходя из гипотезы о нормальном распределении генеральной совокупности Х:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| n | 5 | 10 | 20 | 8 | 7 |
| n’ | 6 | 14 | 16 | 7 | 5 |
|  | 0,167 | 1,143 | 1 | 0,143 | 0,8 |

Критерий Пирсона. Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть показательное распределение.

χ2набл =∑ (ni - ni’)2/ ni’=**3,253**

χ2крит (α;l-2)= χ2крит (0,05;5-2-1)=**75,991**(из табл)

χ2крит  > χ2набл , значит расхождения между эмпирическими и теоретическими частотами случайны, и гипотезу о нормальном распределении генеральной совокупности следует принять.

Ответ: **случайно.**

**Формула полной вероятности**

Вероятность события A , которое может наступить лишь при условии появления одного из несовместных событий B1 B2 B3 Bn , , , ...

P(A)=)\*)\*)\*

**Формула Байеса: (№4(экз и аттест))**

Пусть в результате осуществления одной из гипотез B1 B2 B3 Bn , , , .., событие A произошло, тогда

–вероятность того, что имело место гипотеза Bn

Где ; P(A)-по формуле полной веро-ти.

**Формула Бернулли (№5,6):**

, где

n – количество независимых испытаний;

p – вероятность появления события A в каждом испытании и q = 1− p – непоявления;

– вероятность того, что в n испытаниях событие A появится ровно m раз.

**Локальная теорема Лапласа (экз №5)**

Если n (>50-100), npq >10

**Формула Пуассона (экз №5)**

n=(>100,1000), p = сотые, тысячные и меньше

**Интегральная теорема Лапласа (экз №5)**

n=(>50-100), npq >10

(m1<=m<=m2)

*--- (*Ф(x)- берутся из табл*)*

**Математическое ожидание :**

M(X) = ∑xipi

**Дисперсия:**

D(x)=M(x2) – (M(x))2

**Среднее квадратическое отклонение:** σ(x) = D()

**Вероятность того, что случайная величина X примет значение из промежутка (**P(a < X < b)**):**

F(b)-F(a),где F(x) – функция распределения данной случайной величины

где F(x) – функция распределения данной случайной величины

**Задана интегральная функция распределения непрерывной СВ Х. Найти коэф. А**

**Дана плотность распределения. Восстановить**

**СТАТИСТИКА**

Критерий Пирсона

Выдвигаем гипотезу Н0: в генеральной совокупности признака Х есть показательное распределение.

χ2набл =∑ χ2крит (α;l-2)

χ2крит  > χ2набл , значит гипотеза **не отвергается**

H0 : в генеральной совокупности действует теоретическая функция F(x) выбранного распределения

**Оценка генеральной** **средней**:

**Оценка генеральной дисперсии:**

**Доверительный интервал:**

– точность оценки

[ꝩ](https://ru.wikipedia.org/w/index.php?title=%EA%9D%A8&action=edit&redlink=1) = x = 2Ф(t); Ф(t)= x/2 (таблица функция Лапласа).

По таблице: t = 2,58